Diffraction imaging of crystals with focused x-ray beams
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We describe an imaging technique based on diffraction of a focused x-ray beam in crystals. A focused beam is formed by a zone plate and Bragg diffracted from a crystalline sample positioned between the zone plate and the focus. The intensity pattern is recorded by a high-resolution charge-coupled-device detector placed in the focus. Diffraction images recorded from perfect Si and GaAs crystals for various reflections demonstrate the broadening of the focused beam due to a finite scattering length. The images from semiconductor epitaxial films and heterostructures show additional peaks originating from the interfaces with their spatial position corresponding to the depth from the surface. Diffraction images from isolated defects in Si crystal demonstrate capabilities to study bulk defects. Theoretical simulations for perfect crystals show excellent agreement with experiments. We demonstrate that the new imaging technique is depth sensitive and combines structural sensitivity of traditional x-ray topography methods with spatial in-plane resolution provided by focusing.
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I. INTRODUCTION

Diffraction of a spatially confined x-ray beam from perfect crystals has been the subject of extensive theoretical analysis in the past (see Ref. 1, and references therein). In the case of Bragg diffraction, for a point source located on the surface of a crystal, an analytical expression describing the amplitude of the diffracted wave on the exit surface (which is, for the Bragg case, also the entrance surface) as a function of a spatial coordinate along the surface has been derived.2–4

Interesting physical effects have been discovered. It was found that for a sufficiently thin crystal the spatial intensity distribution of the diffracted beam is localized in two peaks: the first one corresponds to diffraction from the front surface and the second one originates from the back surface of the crystal. It was found also that the first peak is broadened by diffraction and, even for an infinitely narrow incident beam, it has a width of at least a few microns. These theoretical predictions have never been confirmed experimentally due to the obvious reason: it was impractical in a real experiment to place both a narrow slit and a detector (or a film) at the same location on the crystal surface. This is in a striking contrast with the Laue case in which the intensity pattern on the exit surface predicted by theory for a narrow incident beam has been studied in detail experimentally. These studies led to the development of x-ray section topography which is capable of providing detailed information about defects in the bulk (see Ref. 1, and references therein).

It was shown recently5,6 that the physics of Bragg diffraction of a focused beam produced by modern focusing optics (e.g., refractive lenses) is very similar to the diffraction of a narrow beam produced by a narrow slit and the intensity patterns recorded at the focus shows all the features described above. It was also shown that the spatial pattern does not depend on the position of the crystal between the focusing optics and the focus. As in the case of a very narrow beam produced by a slit, the pattern produced by a focused beam shows the same two peaks, originating from the front and the back surfaces and, for a perfect crystal, due to destructive interference, there is no intensity in between. It was demonstrated by computer simulations6 that any interface (or, defect, for the same reason) can break up this interference and will show up as additional intensity peaks. This property serves as a basis for a proposed new diffraction imaging technique, a “truly” sectional topography in the Bragg case. Indeed, the effective size of the beam “sectioning” the sample and producing the image is determined by focusing optics which nowadays, at the third generation synchrotron sources, can routinely provide 100 nm beams. The illuminating area can be zoomed in and out within the limits of a particular setup providing additional flexibility.

First experiments were performed on silicon-on-insulator samples with different thickness of the top layer and used a phase zone plate (ZP) as a focusing optic. The results fully confirm theoretical predictions: the broadening of the beam was observed and the peaks from the back surface of 4.5–25 μm thick Si layers were recorded.1,7 Additional intensity peaks due to the strain gradient introduced in the top layer during the bonding process were also observed, confirming the structural sensitivity of a new imaging technique to crystal defects and imperfections. In a more recent work,8,10 the detailed comparison of theory with experiment was performed on perfect thick and thin crystals using refractive lenses as focusing optics. Remarkable changes in the intensity patterns were observed as the crystal was rotated away from the exact Bragg position and the diffraction conditions changed from dynamical to kinematical.

In this paper, we describe in detail an imaging technique and report recent experimental results obtained from bulk crystals and layered crystalline structures that illustrate the basic principles and imaging capabilities. Experimental setup using a phase zone plate is described in next section. In Sec. III, we present a theoretical background and outline the computational approach applied to model experimental intensity patterns. In the next section, experimental images from perfect crystals using strong and weak Bragg reflections clearly demonstrate the broadening of the focused beam due to the
extinction effect. Diffraction images from an epitaxial film and a multilayer structure grown by the molecular-beam epitaxy (MBE) on GaAs(001) substrate are presented and discussed in Sec. V. Images from individual defects in silicon crystal are discussed in Sec. VI followed by conclusions and outlook.

II. EXPERIMENTAL SETUP

Experiments were performed at the beamline 2-ID-D at the Advanced Photon Source, Argonne National Laboratory. This is a diffraction microscopy beamline based on a hard x-ray Fresnel zone-plate microprobe and a precise six-circle diffractometer. The setup is shown schematically in Fig. 1. An x-ray beam from the APS undulator, tuned to the energy of 10.1 keV by a standard double-crystal Si(111) monochromator, is incident on a circular gold phase ZP with an outermost zone width of 0.1 μm located at the distance \( L_1 = 74 \) m from the source. The slit \( S \) limits the size of the incident beam to the zone-plate aperture of 150 μm. The focal distance at 10.1 keV is \( l_1+l_2+l_3=L_f \). Sample is mounted on a \( \theta \) axis and positioned between the zone plate and the focus.

A crystalline sample is mounted on a \( \theta \) axis of a six-circle diffractometer on a sample holder equipped with precise XYZ nanopositional translation stages. A charge-coupled device (CCD) camera (Princeton Scientific) is mounted on a \( 2\theta \) arm of a six-circle diffractometer in the focus of the zone plate so that \( l_1+l_2+l_3=L_f \). Sample is mounted on a \( \theta \) axis and positioned between the zone plate and the focus.

The full width at half maximum (FWHM) of the point spread function of the CCD camera was experimentally measured by imaging the focused beam to 1.5 μm. A typical distance between the OSA and the CCD camera in our experiment is \( l_1+l_3=13 \) mm. It is easy to estimate that, with the aperture of the zone plate of 150 μm and the sample-to-focus distance of 8 mm, the size of the beam incident on the sample surface is about 10 μm. This value is limited by the sample size and the focal distance and can be significantly reduced well below submicrometer level by downsizing a sample and choosing a focusing optics with a longer focal distance.

The CCD images were taken in two modes. In an angular scanning mode \( \theta-2\theta \) scans were performed while taking images at each angular position through a Bragg diffraction region of the sample. Epitaxial structures usually exhibit several diffraction peaks corresponding to the layers of a different lattice constant (composition). As we demonstrate below (Sec. V), the diffraction images change dramatically depending on which diffraction peak is selected by the zone-plate angular aperture. By tuning the angle relative to the angular aperture a contrast of a selected layer can be enhanced. After a proper angle is chosen and fixed, the images can be taken while scanning the sample relative to the beam. This type of scan is presented in Sec. VI in which an isolated defect region in an annealed single silicon crystal is presented.

III. THEORETICAL BACKGROUND

Computer simulations of a two-dimensional x-ray wave field propagation through free space and optical devices present complex computational problems even for modern computers. Fortunately, in our experimental scheme the main optical device, namely, the crystal in the two-beam diffraction position, disturbs the wave field only in the \((x,z)\) scattering plane, where the coordinate axis \( z \) is along the beam propagation, and the axis \( x \) is normal to it. Therefore, in this work we restrict ourselves to considering the intensity distribution only in the plane \((x,z)\) at \( y=0\). In a two-dimensional \((x,y)\) intensity pattern, the line \( y=0 \) is a line of symmetry where the \( y \) derivative of a wave field equals zero. This line corresponds to the central cross section of experimentally recorded images by the diffraction plane. Taking into account an approximation of geometrical optics, it is easy to understand that the calculation of intensity distributions in one-dimensional cases is a good approximation which allows for a direct comparison of theoretical simulations with experimental data. Excellent agreement of theory with experiment for perfect crystals validates this approximation. Below we describe the theoretical approach used as a basis for the computational procedure utilized in this work.

It is well known that the propagation of a wave field in free space on some distance along the beam can be taken into account by means of a convolution of an incoming wave field with a free space propagator, known as the Kirchhoff propagator

\[
P(x,z) = \frac{1}{(i\lambda z)^{1/2}} \exp \left( i \pi \frac{x^2}{\lambda z} \right),
\]

where \( \lambda \) is the wavelength of monochromatic radiation.

We consider a crystal as a plate of some thickness and assume that this plate can only be inhomogeneous in the direction normal to the crystal surface; it is homogeneous along the surface within the footprint of the incident beam. At the Bragg condition this crystal reflects the incident plane wave into a new plane wave with the same wavelength but different direction. This means that the reflection of a spa-
The most common way to calculate diffraction in crystals is based on solving Takagi equations. However, this set of differential equations in the Bragg case of diffraction is not easy to solve (so-called hard set) especially for a thick crystal. An alternative method is to consider a multilayer crystal in which each layer is perfect and uniform, whereby the diffraction from each layer has an analytical solution. All changes in the crystal structure take place at the layer boundaries. In this way the propagator of the multilayer crystal takes the following form:

\[ P_{MC}(x) = \int \frac{dq}{2\pi} P_{MC}(q) \exp(\imath qx). \]  

(2)

The propagator \( P_{MC}(x) \) is the main goal of our analysis. The function \( P_{MC}(q) \) is a response of a multilayer crystal on a plane wave. 

Theoretical problem of diffraction in a crystal composed of many crystalline layers has been the subject of many works. In our calculations we use a computational approach based on a recurrent formula derived in Ref. 12 (see references therein for some earlier works). For a crystal consisting of \( N \) layers the function \( P_{MC}(q) \) can be calculated by applying \( N \) times the following formula connecting the reflection amplitude \( R_k(q) \) for a crystal consisting of \( k \) layers with the reflection amplitude \( R_{k-1}(q) \) for \( k-1 \) layers,

\[
R_k(q) = \frac{R_1 - R_2 C \exp(\imath \varphi)}{1 - C \exp(\imath \varphi)}, \quad C = \frac{R_1 - R_{k-1}(q)}{R_2 - R_{k-1}(q)},
\]

\[
\varphi = \frac{\alpha d_l}{\sin \theta_l}, \quad a = (\alpha^2 - s^2) f^{1/2}, \quad R_{1,2} = \frac{\sigma + a}{s f},
\]

where the parameter \( \sigma = (q - q_0) \sin(2\theta_l) - \imath \mu_0 \) describes a deviation from the Bragg condition for a partial plane wave, the parameter \( s = K \chi_0 \) describes the strength of the diffraction, \( f = \chi_{-h}/\chi_{h} \) equals unity for crystals with inversion center, \( \mu_0 = K \Im(\chi_0) \) is the linear absorption coefficient. The \( d_l \) is the layer thickness and \( \chi_{0}, \chi_{h}, \chi_{-h} \) are the 0, \( h, -h \) Fourier components of the susceptibility of the crystal lattice in the layer with the corresponding reciprocal-lattice vectors. The formulas are written for the symmetric case of diffraction, \( \theta_l \) is the Bragg angle.

The parameter \( d_0 = K[\varphi + (\Delta d/d) \tan \theta_l] \) describes a deviation from the Bragg condition due to a small rotation of the crystal by the angle \( \varphi \) from the Bragg position and a small relative change in the crystal lattice constant \( \Delta d/d \). Because for an inhomogeneous incident beam the Bragg position is not very well defined, in the following we consider it relative to the center of the angular range. The crystal propagator does not depend on \( z \) because the transformation of the beam occurs at the entrance surface.

The other elements of the experimental scheme such as the beam stop, the zone plate, and the OSA influence the beam in a point-by-point manner. The propagator for each of these devices \( P_{PL} \) can be written as \( P_{PL}(x) = T_{Ls}(x) \delta(x-x') \), where \( \delta(x) \) is the Dirac delta function. The wave field transformation can be described by multiplication of the incident wave field amplitude by the factor \( T(x) = A(x) \exp(\imath B(x)) \), which is called a transmission function. Because of the one-dimensional nature of our problem we replace circular objects by linear ones. The beam stop and OSA influence the amplitude \( A(x) \) while the zone plate affects the phase \( B(x) \). The first zone-plate radius \( r_1 \) determines the first-order focal length as \( F = r_1^2/\lambda \).

The calculating scheme for the setup with the zone plate, Fig. 1, can be formally described as a set of convolutions,

\[
E(x) = P(x, l_3) * P_{MC}(x) * P(x, l_2) * P_{OSA}(x) * P(x, l_1) * P_{ZP}(x) * P_{BS}(x) * P(x, L_s).
\]  

(4)

We start from a point source because various points on the source are incoherent. First, we determine the wave field traveled by the long distance \( L_s \) from the source to the zone plate. We ignore the distance between the BS and the ZP and consider modification of the wave field by both devices as taking place at the same position. Then we calculate the convolution due to a propagation on the distance \( l_1 \) between the ZP and OSA (see Fig. 1), account for a modification of the field by the OSA, and so on. We note that the beam stop, the zone plate and the OSA are taken into account by means of a simple multiplication by their transmission functions. Other convolutions are calculated by means of a double Fourier transformation technique by using fast Fourier transformation procedure.

Let us consider now a more simple setup with a refractive lens instead of a zone plate. This setup does not have any beam stops or OSAs and we use the propagator \( P_{PL} \) for a parabolic lens. In this case the scheme can be written as

\[
E(x) = P(x, l_3) * P_{MC}(x) * P(x, l_1 + l_2) * P_{PL}(x) * P(x, L_s).
\]  

(5)

Here we used a well-known property of the Kirchhoff propagator \( P(x, l_1) * P(x, l_2) = P(x, l_1 + l_2) \). If the detector is placed at the focus, i.e., at the distance of the imaging of the point source, then we can use a permutation property of the convolutions and write

\[
E(x) = P_{MC}(x) * P(x, l_1 + l_2 + l_3) * P_{PL}(x) * P(x, L_s) = P_{MC}(x).
\]  

(6)

Derivation of the last expression is based on the fact that for a point source an ideal lens with infinite aperture focuses x rays to a point, therefore the source as \( \delta \) function will have an image as \( \delta \) function too. Then, convoluted with \( P_{MC} \), we obtain the same function \( P_{MC} \) in the focus. Because the real lenses have finite aperture this expression is approximate. However, the better the focusing, i.e., the smaller the size of the beam at the focus, the better this approximation. Therefore, in this setup we have a unique possibility to visualize function \( P_{MC} \) in real space. This technique can be considered...
as complimentary to high-resolution diffraction in which the function $\tilde{F}_{MC}(q)$ is measured in reciprocal space. The situation with the zone plate is more complicated because the zone plate has multiple orders of focusing. However, using the BS and the OSA can significantly reduce their effects on the image at the focus. In this work we will apply computer simulations based on Eq. (4) for the setup on Fig. 1.

IV. PERFECT CRYSTALS: VISUALIZATION OF THE EXTINCTION EFFECT

Extinction of x rays in perfect crystals is one of the most important consequences of dynamical diffraction theory. Theory predicts that within the total reflection region of the Bragg diffraction the penetration of x rays in crystals is limited by a shallow surface layer and not by a photoelectron absorption length as one may expect.\(^1\) In the center of the Bragg diffraction region the extinction length, which is by definition the depth at which the amplitude of the plane wave is attenuated $e$ times, is $L_{ex} = 2 \sin \theta_b/(K|\lambda_0|)$. For a given crystal material and x-ray energy the extinction length strongly depends on a chosen reflection and varies from about one micron for low-order reflections to few tens microns or more for higher-order reflections.

Extinction effect manifests itself in many diffraction phenomena. The most clear example is the dramatic drop in the fluorescence yield from the bulk atoms within the Bragg diffraction region.\(^13\) The fluorescing atoms act as detectors to measure the intensity of the x-ray field inside the crystal and a sharp decrease in the fluorescent yield indicates diminishing penetration depth. This effect is well known in a standing-wave method and is the main obstacle to localizing of bulk impurity atoms in crystals using this technique.

As was shown theoretically\(^3,6\) the extinction is responsible for the broadening of a focused beam by Bragg diffraction. In the spatial structure of the focused beam diffracted from perfect crystals the width of the peak corresponding to the front surface of the crystal is $2L_{ex} \cos(\theta_b)$, i.e., it is determined entirely by extinction. Therefore, using the technique presented in this paper we have a unique opportunity to visualize extinction effects and experimentally measure extinction length in a most direct way.

This theoretical prediction was confirmed experimentally\(^9\) using the x-ray beam focused by a planar refractive lens array to the size of 0.92 $\mu$m and the Si(111) reflection. In this work we studied diffraction images from perfect Si and GaAs crystals recorded using much smaller, round beams and using reflections of different orders from the same crystal. In Fig. 2(a) one can see the diffraction image from the Si(111) reflection (inset) and its cross section in the diffraction plane. The extinction length for this reflection is $L_{ex} = 7.82 \mu$m, solid line is the theoretical calculation, this time without any fitting parameters. As one can clearly see, the image is elongated in the diffraction plane due to extinction while in the direction perpendicular to the diffraction plane it is still well focused (the spot size determined by the detector resolution). The image is highly asymmetrical: while the left side of the peak is sharp and determined by the size of the beam at the focus (convoluted with the detector resolution), the right side is determined by the depth of the scattering layer.

Similar results for the GaAs(004) and (002) reflections are shown in Fig. 3. For this crystal the (004) reflection is the strong one with the Ga and As atoms scattering out of phase and the extinction length is 1.66 $\mu$m. The (004) image and its cross section is shown in Fig. 3(a). The (002) reflection is much weaker because the Ga and As atoms scatter out of phase, and the extinction length $L_{ex} = 9.45 \mu$m, Fig. 3(b).

Theoretical simulations (solid line) show excellent agreement with the experiment. One of the interesting future experiments would be to record diffraction images while scanning the energy of the incident beam across the Ga and As absorption edges and measure the scattering length as a function of energy.

V. IMAGING SEMICONDUCTOR STRUCTURES

Advances in semiconductor technology have been the major driving force for the development of modern x-ray diffraction characterization techniques including x-ray topography methods.\(^14\) Epitaxial films and multilayer structures remain the main building blocks of microelectronic and optoelectronic devices. In this section, we present first diffraction images obtained from an epitaxial film and a multilayer structure grown by the MBE technique.
A. Al$_{0.7}$Ga$_{0.3}$As epitaxial film on GaAs(001)

Thick Al$_{0.7}$Ga$_{0.3}$As epitaxial film was grown on the GaAs(001) substrate by the MBE technique with the growth rate of 1 monolayer/s. Due to the compositional difference the x-ray rocking curves for this sample show two diffraction peaks, one from the substrate and the second, stronger one, from the film shifted by $-1.75$ mrad for the (004) reflection and $-0.81$ mrad for the (002) reflection relative to the substrate peak. With the angular aperture of the zone plate of 1.15 mrad we have an additional opportunity to select one of the two diffraction peaks.

The (004) and (002) experimental diffraction images and their cross sections are shown in Fig. 4. The surface of the film and the interface between the film and the substrate are clearly seen in all three images as separate diffraction peaks, though the visibility of these peaks and their intensity are different depending on the chosen reflection and the angular position. By measuring the distance between the peaks from the surface and from the interface the thickness of the film can be determined as 7.1 $\mu$m. The schematic of the sample, i.e., the relative lattice-constant difference as a function of the distance from the surface, is shown in Fig. 4(a).

Theoretical simulations were performed for the experimentally determined thickness and the diffraction parameters corresponding to the film composition. Theoretical curves for the perfect film and uniform composition are shown on all three profiles as thin lines. As one can see, the shape of the first peak and the depth position of the second peak are very well reproduced but the shape of the second peak which corresponds to the interface is not. Also, additional intensity originating from the bulk of the film is clearly observed.

As was described in Sec. II the computational algorithm can be applied to a multilayer crystal in which each layer has a perfect lattice with its own diffraction parameters which include the relative shift of the Bragg angle and the static Debye-Waller (DW) factor. In this way, complex multilayer semiconductor structures and crystals with compositional and lattice-constant profiles can be modeled. It was found that introduction of a small gradient in the film can significantly improve the fit. The profile providing the best fit corresponds to the total relative Bragg angle shift of only 30 $\mu$rad toward the interface. This part of the film was modeled by introducing 40 sublayers with the $\Delta d/d$ profile shown in Fig. 4(a) (enhanced by ten times for clarity) as a thick (red) line. The intensity distributions calculated for this profile are shown by thick (red) lines on the intensity profiles.
in Fig. 4. As one can see, the agreement with theory in the interface region is now significantly improved demonstrating high sensitivity of this technique to very small structural details.

Additional intensity between the peaks in Figs. 4(b) and 4(c) is still very strong and cannot be described within the perfect-crystal model. This fact, however, has a clear physical interpretation. It is well known\textsuperscript{15} that for an epitaxial mismatched film with the thickness above a certain critical value the strain accumulated in the film is relaxed through the generation of dislocations at the interface. Multiplication of dislocations and their interaction with point defects lead to complex defect structures inside the film. X-ray rocking curve measurements combined with reciprocal-space mapping\textsuperscript{16} give an estimate of the density of the threading dislocation segments of $3.0 \times 10^6$ cm$^{-2}$. It is reasonable to explain the enhanced intensity that we observe in our images with the presence of defects in the film.

The images shown in Fig. 4 demonstrate also that the diffraction contrast and the sensitivity to defect structure strongly depend on diffraction conditions. The images in Figs. 4(b) and 4(c) were taken at the angular positions which correspond to the diffraction peak from the film. The peak from the surface layer is stronger than the peak from the interface. Since the film is thicker than the extinction length the part of the images below the extinction depth are very sensitive to the defect structure. The image in Fig. 4(d) is taken at the angle which corresponds to the diffraction peak from the substrate. Even if the film is outside the zone-plate aperture the peak from the film is still visible though it is not so sensitive to the structural details. The peak from the substrate is formed by extinction and it is similar to the one shown in Fig. 3(b). Using this reflection the thickness of the film can be measured very accurately.

**B. AlGaAs multilayer on GaAs(001)**

A more complex multilayer structure is shown schematically in Fig. 5(a). It consists of five layers; each has a compositional profile in the form of a symmetrical trapezoid and separated from the neighbors by thin buffer GaAs layers. On the (002) x-ray rocking curve the multilayer as a whole shows as a separate diffraction peak shifted by $-1.6$ mrad from the substrate GaAs(002) peak. Two (002) diffraction images and intensity profiles are shown in Fig. 5. First image shown in Fig. 5(b) was taken at the diffraction position which corresponds to the peak from the film; the second one, Fig. 5(c), corresponds to the peak from the substrate.

The diffraction image on Fig. 5(b) shows five distinctive peaks, which correspond to the five layers of the multilayer structure. At this angle the substrate is off the Bragg condition and not visible on the image. On the image in Fig. 5(c) six diffraction spots are observed. Now the substrate is at the Bragg angle and it shows as a strong peak slowly decaying with depth similar to Figs. 3(b) and 4(c).

For computer simulations each layer was modeled by five sublayers, two on each side with the zero Bragg angle shift for the buffer layers and three layers with $-1.58$, $-1.67$, and $-1.58$ mrad Bragg shifts for the compositional profile in the center. The total number of layers including substrate was 26. Theoretical curves are shown in Figs. 5(b) and 5(c) as solid lines. Interestingly enough, the visibility of the diffraction peaks on the calculated curves is lower than in the experiment. Obviously, the approximation of the compositional gradient by only one layer is too coarse. This fact confirms very high sensitivity of the technique to the structural details. Unfortunately, more accurate simulation requires a number of layers that at present cannot be handled easily on an ordinary PC [compositional gradient shown in Fig. 4(a) was approximated by 40 sublayers]. However, the thickness of the multilayer can be determined very accurately: the best fit gives the total thickness of 4.05 $\mu$m.

**VI. IMAGING DEFECTS IN ANNEALED Si CRYSTAL**

In this section we present experimental images obtained from bulk defects in silicon. The defects were created by annealing a Czochralski grown Si wafer for 4 h at 1050 C in $N_2$. It is known that during such annealing oxygen atoms
precipitate in the form of silica leading to formation of rods, disks, dislocation loops, and stacking faults. After annealing, the sample was etched to remove any possible surface damage. The diffraction images were taken at a fixed Si(111) Bragg angle while scanning the sample perpendicular to the diffraction plane with the step of 2 \( \mu \text{m} \). Total intensity over all CCD pixels was displayed on a monitor screen. Perfect regions produce images similar to the one shown in Fig. 2(a). Integrated CCD intensity as a function of the beam position.

Figure 6(a) shows the part of the scan with three regions of increased intensity. Examination of the individual images revealed additional intensity spots originating from the bulk of the sample. Some of these images are shown in Fig. 6(b) for different values of the relative beam position. As the scan proceeds the spot moves toward the surface and then disappear [last three images in Fig. 6(b)]. A two-dimensional intensity map composed from the cross sections through all subsequent diffraction images is shown in Fig. 6(c). The surface is located around \( x=0 \). As one can see, all three features in Fig. 6(c) have a very similar shape. We may assume therefore that they originate from the individual defects or defect aggregations of a similar nature.

We are not able to identify exactly what kind of defects generate these images because a very low defect density makes electron microscope analysis problematic. We may speculate that this may be a thin silica rod or a platelet formed by the oxygen precipitation lying in a certain crystallographic plane and inclined to the surface. The defect breaks up the destructive interference field in the bulk and shows as a spot of an additional intensity with the position of the spot indicating the depth at which diffraction plane intersects the defect. The spot disappear as the defect approaches the surface.

VII. DISCUSSION AND CONCLUSIONS

In previous sections we presented experimental images obtained with a new diffraction imaging technique based on a focused x-ray beam. We demonstrated that when applied to perfect single crystals, this scheme can be used to study the formation of x-ray fields inside the crystal and experimentally measure extinction length in a direct way. It opens up interesting possibilities for new experiments in x-ray diffraction physics. We already mentioned one of them—to study how extinction length changes with energy through absorption physics. Another interesting problem is to study the effect of crystal perfection on extinction. The static Debye-Waller factor \( e^{-W_{st}} \) describing the average displacement of atoms from their regular positions in the lattice caused by defects enters the expression for the extinction length directly through \( |x| \). Introducing point defects by, for instance, uniformly irradiating crystal with neutrons or high-energy electrons, one can change the static DW factor in a controllable way. The annealing of irradiated crystals will produce dislocations loops with their size depending on the annealing conditions. The direct measurements of extinction lengths in crystals with defects, combined with the measurements of the diffuse scattering, will help to validate developed recently theoretical dynamical scattering models.

Experimental images recorded from epitaxial films and multilayers prove high depth sensitivity. We showed that any interface between two layers of different lattice constant or composition generates a phase shift that can change the phase relationship of the x-ray fields inside the crystal and produce contrast. We demonstrated a very high sensitivity of the technique to even small compositional gradients. Thickness of the layer can be measured with high accuracy either by simply measuring the spatial distance between the peaks from the front and the back surfaces of the layer or performing computer simulations.

The technique described here can be viewed as an alternative solution to perform sectional topography in the Bragg case. Indeed, due to the experimental difficulties described in Sec. I, the closest approximation to the section topography in
the Bragg case is a Berg-Barrett technique, see Refs. 1 and 14, and references therein. In this technique, a narrow x-ray beam with the size of about few tens of microns is incident at a small angle to the surface of a crystal, Bragg diffraeted by means of an asymmetric reflection and recorded on a film or a CCD detector placed a few millimeter from the crystal parallel to the surface. The technique provides sensitivity to structural defects in thin surface layers with the thicknesses determined by the extinction and the penetration depths at grazing incident angles. The depth sensitivity is achieved by tuning the penetration depth, typically in the range from few microns to tens of microns and more (e.g., see Ref. 19), by changing the incident angle within the Darwin width of the rocking curve. Another approach, section Bragg topography on thick Si crystals with the thickness of several millimeter was demonstrated in Ref. 20 based on using high-energy x-rays and high-order reflections. It was shown that the depth of bulk defects (together with their sizes and density) can be determined from the topographic images. This approach, however, lacks surface sensitivity, which is important for many applications.

Our technique does not have these limitations. It can be used with any x-ray energy and all reflections available from the crystal. The depth resolution, i.e., the sharpness of the contrast, is determined by the size of the beam in the focus, which can be as small as a few tens of nanometer. The resolution is currently limited by the detector: the spatial resolution of the best CCD cameras is currently about 1 μm. The theoretical limit for x-ray-to-light technologies is always an option.

One of the advantages of our technique is the zooming possibility: since the sample can be positioned anywhere between the focusing optics and focus, the size of the illuminating area can be easily controlled by simply translating the sample along the optical axis. In the setup shown in Fig. 1 this freedom is limited by the distance between the OSA and the focus. With the refractive lenses which do not require OSA (or any other additional elements) the size of the beam incident on the sample can be varied from roughly the lens aperture, typically 20–40 μm, to the smallest distance to the detector determined by the sample size. Consider as an example a setup with two crossed planar lenses with the focal distance of about 100 mm producing the focused beam of 100 nm × 100 nm. Then, with the sample-to-detector distance of 0.5 mm the lateral size of the illuminated area on the sample could be as small as 200–250 nm, which will determine the lateral resolution of our technique. It can be used to study the structural variations across submicrometer size devices or to investigate the strain fields around individual defects in crystals. The depth sensitivity can be greatly enhanced by using kinematical diffraction, i.e., taking diffraction images at the incident angles outside the focusing optics aperture.9,10
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